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Semantic Interpretation
of Natural Language User Input
to Improve Search
in Multimedia Knowledge Base

Semantische Interpretation einer Benutzer-Eingabe in natürlicher Sprache
für eine verbesserte Suche in einer multimedialen Wissensdatenbank

Serge Linckels, Christoph Meinel, Hasso-Plattner-Institut (HPI), Potsdam

Summary In this article we present an e-librarian service
which is able to retrieve multimedia resources from a know-
ledge base in a more efficient way than by browsing through
an index or by using a simple keyword search. Our premise is
that more pertinent results would be retrieved if the e-librarian
service had a semantic search engine which understood the
sense of the user’s query. We explored the approach to allow
the user to formulate a complete question in natural lan-
guage.

We present our background theory, which is composed of
three steps. Firstly, there is the linguistic pre-processing of the
user question. Secondly, there is the semantic interpretation of
the user question into a logical and unambiguous form, i. e.,
ALC terminology. Thirdly, there is the generation of a semantic
query, and the retrieval of pertinent documents.

The background theory was implemented in two proto-
types. We report on experiments that confirm the feasibility, the
quality and the benefits of such an e-librarian service. From 229
different user questions, the system returned for 97% of the
questions the right answer, and for nearly half of the questions
only one answer (the best one). ��� Zusammenfas-
sung In diesem Artikel stellen wir unseren E-Bibliothekar

Dienst vor, der in der Lage ist, multimediale Ressourcen aus
einer Wissensdatenbank in einer effizienteren Weise zu finden
als es durch das Suchen in einem Index oder durch Benutzen
einer Stichwortsuche möglich ist. Wir sind überzeugt, dass kon-
kretere Resultate gefunden werden, wenn der E-Bibliothekar
Dienst über eine semantische Suchmaschine verfügt, die den
Sinn der Benutzeranfrage versteht. Wir erforschen die Mög-
lichkeit der Benutzereingabe einer ganzen Frage in natürlicher
Sprache.

Unsere Lösung besteht aus drei Schritten. Erstens gibt es
die linguistische Aufbereitung der Benutzerfrage. Zweitens gibt
es die semantische Interpretation der Benutzerfrage in eine
logische und eindeutige Form, in unserem Fall in eineALC Ter-
minologie. Drittens gibt es die Erzeugung einer semantischen
Frage und das Finden der passenden Dokumente.

Unsere Lösung wurde in zwei Prototypen implementiert.
Wir berichten über Experimente, die die Durchführbarkeit, die
Qualität und den Nutzen eines solchen E-Bibliothekar Dienstes
bestätigen. Von 229 unterschiedlichen Benutzerfragen fand un-
ser System in 97% der Fälle die passende Antwort und für die
Hälfte der Fragen nur eine einzige – und zwar die beste – Ant-
wort.

KEYWORDS H.3.7 [Information Storage and Retrieval: Digital Libraries], K.3.1 [Computers and Education: Computer Uses in
Education: Computer-Assisted Instruction], Multimedia, Semantic Search Engine, Natural Language, Information
Retrieval, Performance, e-Learning
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1 Introduction
Our vision is to create an e-librarian
service which is able to retrieve mul-
timedia resources from a knowledge
base in a more efficient way than
by browsing through an index or
by using a simple keyword search.
Our premise is that more perti-
nent results would be retrieved if
the e-librarian service had a seman-
tic search engine which understood
the sense of the user’s query. This re-
quires that the user must be given
the means to enter semantics. We
explored the approach to allow the
user to formulate a complete ques-
tion in natural language (NL). Lin-
guistic relations within the user’s
NL question and a given context,
i. e., an ontology, are used to extract
precise semantics and to generate
a semantic query. The e-librarian
service does not return the an-
swer to the user’s question, but it
retrieves the most pertinent docu-
ment(s) in which the user finds the
answer to her/his question.

The results of our research work
are, firstly, a founded background
theory that improves domain search
engines so that they retrieve fewer
but more pertinent documents. It
is based on the semantic interpre-
tation of a complete question that
is expressed in NL, which is to
be translated into an unambiguous
logical form, i. e., an ALC termi-
nology. Then, a semantic query is
generated and executed. Secondly,
we provide empirical data that prove
the feasibility and the effective-
ness of our underlying background
theory. We developed two proto-
types: CHESt (Computer History
Expert System) with a knowledge
base about computer history and
MatES (Mathematics Expert Sys-
tem) with a knowledge base about
fractions in mathematics. We re-
port on experiments with these
prototypes that confirm the fea-
sibility, the quality, and the ben-
efits of such an e-librarian ser-
vice. From 229 different user ques-
tions, the system returned for 97%
of the questions the right answer,
and for nearly half of the ques-

tions only one answer, the best
one.

In this paper we focus on the
translation of a complete NL ques-
tion into a semantic query. This
process is done in three steps:
the linguistic pre-processing (Sec-
tion 3), the mapping of the question
to an ontology (Section 4), and the
generation of a semantic query (Sec-
tion 5). We present an algorithm
(the focus function) that resolves
ambiguities in the user question.
The outcomes of the experiments
are described in Section 6. We con-
clude with some (dis)advantages
in Section 7. We start in Section 2
with some related projects.

2 Related Work
Start [6] is the first question-
answering system available on the
Web. Several improvements have
been made since it came online in
1993 [7; 8] which make of Start
a powerful search engine. However,
the NL is not always sound, e. g.,
the question “What did Jodie Fos-
ter before she became an actress?”
returns “I don’t know what Jodie
fostered before the actress became
an actress”. Also, the question “Who
invented the transistor?” yields two
answers: the inventors of the transis-
tor, but also a description about the
transistor (the answer to the ques-
tion: “What is a transistor?”).
AquaLog [10] is a portable question-
answering system which takes
queries expressed in NL and an
ontology as input, and returns an-
swers drawn from one or more
knowledge bases. User questions
are expressed as triples: 〈subject,
predicate, object〉. If the several
translation mechanisms fail, then
the user is asked for disambiguation.
The system also uses an interest-
ing learning component to adapt
to the user’s “jargon”. AquaLog has
currently a very limited knowledge
space. In a benchmark test over
76 different questions, 37 (48.68%)
where handled correctly.

The prototype Precise [13]
uses ontology technologies to map
semantically tractable NL questions

to the corresponding SQL query. It
was tested on several hundred ques-
tions drawn from user studies over
three benchmark databases. Over
80% of the questions are seman-
tically tractable questions, which
PRECISE answered correctly, and
recognized the 20% it could not
handle, and requests a paraphrase.
The problem of finding a map-
ping from the tokenization to the
database requires that all tokens
must be distinct; questions with un-
known words are not semantically
tractable and cannot be handled.

Falcon [5] is an answer en-
gine that handles questions in NL.
When the question concept indicat-
ing the answer type is identified, it
is mapped into an answer taxonomy.
The top categories are connected
to several word classes from Word-
Net. Also, Falcon gives a cached
answer if the similar question has
already been asked before; a simi-
larity measure is calculated to see if
the given question is a reformula-
tion of a previous one. In TREC-9,
Falcon generated a score of 58%
for short answers and 76% for long
answers, which was actually the best
score.

Lasso [12] relies on a com-
bination of syntactic and semantic
techniques, and lightweight abduc-
tive inference to find answers. The
search for the answer is based on
a form of indexing called paragraph
indexing. The advantage of pro-
cessing paragraphs instead of full
documents determines a faster syn-
tactic parsing. The extraction and
evaluation of the answer correctness
are based on empirical abduction.
A score of 55.5% for short answers
and 64.5% for long answers was
achieved in TREC-8.

Medicine is one of the best
examples of application domains
where ontologies have already been
deployed at large scale and demon-
strated their utility. The generation,
maintenance and evolution of a Se-
mantic Web-based ontology in the
context of an information system for
pathology are described in [2]. The
system combines Semantic Web and
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NL techniques to support a content-
based storage and retrieval of medi-
cal reports and digital images.

The Mkbeem [4] mediation
system allows to fill the gap be-
tween customers queries (possibly
expressed in NL) and diverse spe-
cific providers offers. They provide
a consensual representation of the
e-commerce field allowing the ex-
changes independently of the lan-
guage of the end user, the service,
or the content provider. The dy-
namic discovery mechanism con-
verts the user query into an onto-
logical formula, then into a con-
cept description using Description
Logics. Finally, the relevant e-service
is selected. The MKBEEM proto-
type has been validated with the
languages Finnish, English, French,
and Spanish, in two fields: business
to consumer on-lines sales, and Web
based traval/tourism services.

3 Linguistic Pre-Processing
The objective of the linguistic
pre-processing step is to convert
a stream of symbols into a struc-
tured stream of words, and to
retrieve linguistic information about
these words and the complete sen-
tence. A search mechanism returns
better results if the inference is done
over a complete sentence by consid-
ering the relations between words
– the syntax – than by only con-
sidering the isolated words. In fact,
the syntactic structure of a sen-
tence indicates the way words are
related to each other, e. g., how the
words are grouped together into
phrases, which words modify which
other words, and which words are
of central importance in the sen-
tence.

In our prototypes, the linguis-
tic pre-processing is performed with
a part-of-speech (POS) tagger; we
use TreeTagger (IMS Stuttgart). The
linguistic pre-processing step con-
tributes in three points. Firstly, the
word category of each word is
made explicit, e. g., article, verb.
Secondly, the tagger returns the
canonical form (lemma) for each
word (token). This considerably re-

duces the size of the ontology dic-
tionary. Thirdly, the sentence is split
into linguistic clauses. A linguis-
tic clause is a triple of the form
〈subject; verb; object〉. Each triple
is then processed individually, e. g.,
the question q = “Who invented
the transistor and who founded
IBM?” is split into the two clauses:
q′

1 = [Who invented the transistor?],
conj= [and], q′

2 = [Who founded
IBM?].

4 Ontology Mapping
In this section, we present the elab-
orated background theory for trans-
lating a linguistic pre-processed user
question into a computer read-
able and unambiguous form w.r.t.
a given ontology.

4.1 Ontology Preliminaries
The e-librarian service masters a do-
main language LH over an alphabet
Σ∗, which may or may not con-
tain all the possible words L used
by the user to formulate his ques-
tion, so that LH ⊆ L ⊆ Σ∗. The se-
mantics are attached to each word
by classification in the knowledge
source, e. g., a dictionary, which
is structured in a hierarchical way
like hyperonym, hyponym, synonym,
and homonyms. In most of the
related projects (Section 2), an ex-
isting knowledge source is used,
normally WordNet. The major prob-
lem of such a knowledge source is
that it is not dedicated to a domain.
Like other large scale dictionaries,
WordNet on the one hand lacks
of specific domain expressions, but
on the other hand contains too
much knowledge about other do-
mains. This increases the problem

Figure 1 Example of a concept taxonomy about computer history.

of ambiguous interpretations for
a given word. We created our own
dictionary with only domain rele-
vant words, and which is organized
in a hierarchical way – similar to
WordNet – w.r.t. our ontology. Fur-
thermore, the size of the dictionary
is considerably reduced by the fact
that it contains all words from the
domain language LH only in their
canonical form. This reduces also
the possibility of ambiguous inter-
pretations.

Definition 1. A concept taxonomy
H = (V , E, v0) is a directed acyclic
graph where each node, except the
root-node (v0), has one or more par-
ents. E is the set of all edges and
V is the set of all nodes (vertices)
with V = {(s, T) | s ∈ S} where s is
a unique label, S the set of all labels
in the ontology, and T is a set of words
from LH that are associated to a node
so that T ⊆ LH.

An example of a concept tax-
onomy about computer history
is given in Fig. 1. Here, a docu-
ment describing the transistor
would be placed in the concept
“EComponent” (electronic compo-
nents), which is a hyponym of
“Hardware”.

A node vi represents a con-
cept. The words that refer to this
concept are regrouped in Ti. We
assume that each set of words Ti

is semantically related to the con-
cept that the node vi represents.
The example in Fig. 2 shows that
words like “transistor”, “diode” or
“LED” semantically refer to the
same concept, namely electronic
components. Therefore, these three
words are synonyms in the given
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Figure 2 Example of a node in the taxonomy
about the concept EComponent (electronic
components).

ontology. Of course, a certain word
can refer to different concepts; e. g.,
“Ada” is the name of a program-
ming language but also the name of
a person. Not all words in LH must
be associated with a concept. Only
words that are semantically rele-
vant are classified. In general, nouns
and verbs are best indicators of the
sense of a question. The difference
between words that are semanti-
cally irrelevant and words that are
not contained in LH is that for the
second ones, the system has abso-
lutely no idea if they are relevant or
not.

4.2 Semantic Interpretation
The representation of context-
independent meaning is called the
logical form, and the process of
mapping a sentence to its logical
form is called semantic interpre-
tation [1]. The logical form is
expressed in a certain knowledge
representation language; we use De-
scription Logics (DL). Firstly, DL
have the advantage that they come
with well defined semantics and cor-
rect algorithms. Furthermore, the
link between DL and NL has al-
ready been established [15]. Finally,
translating the user question into
DL allows direct reasoning over the
OWL-DL encoded knowledge base
(Section 5).

A DL terminology is com-
posed, firstly, of concepts (unary
predicates), which are generally
nouns, question words (w-words)
and proper names, and secondly,
of roles (binary predicates), which
are generally verbs, adjectives and
adverbs. We use the language
ALC [16], which is sufficiently ex-
pressive for our purposes. ALC
concepts are built using a set
of concept names (NC) and role
names (NR). Valid concepts (C)
are defined by the following syntax,

C ::= A | � | ⊥ | ¬A | C1 	C2 | C1 

C2 | ∀R. C | ∃R. C with A ∈ NC is
a concept name and R ∈ NR is a role
name (Fig. 3).

A core part of the semantic in-
terpretation is a mapping algorithm.
This step – commonly called non-
standard inference [9] – maps each
word from the user question to one
or more ontology concepts/roles,
and resolves the arguments of each
role by analyzing the syntactic struc-
ture of the sentence.

Definition 2. The function π : L,
L → R quantifies the similarity of
two given words π(a, b) so that a
and b are said to be equivalent w.r.t.
a given tolerance ε, written a ≡ b, iff
π(a, b) ≤ ε.

Definition 3. The meaning of each
word wk ∈ L is made explicit with the
mapping function ϕ : L → V over
an ontology dictionary LH ⊆ L ⊆ Σ∗
and an ALC concept taxonomy
H = (V , E, v0) so that ϕ(wk) returns
a set of interpretations Φ defined as
follows, Φ= ϕ(wk) and

Φ= {vi | ∃x ∈ ft(vi) : wk ≡ x} .

The function ft(vi) returns the
set of words Ti associated to the
node vi (Def. 1), and wk ≡ x are two
equivalent words. Technically, for
a given lemma from the user ques-
tion, the equivalence function π

uses the Levenshtein function to
check if this word is contained in
the ontology dictionary LH given
a certain allowed tolerance ε. That
tolerance is calculated relative to the
length of the lemma.

Figure 3 Example of a concept taxonomy (TBox) about computer history as ALC terminology.

Applying the Levenshtein func-
tion is not necessary if the morpho-
logical analyzer of the POS tagger
identifies the exact token. But it
is necessary if the tagger is not
able to identify the word, e. g.,
if the user makes spelling errors.
Furthermore, only the best match-
ing is considered for the mapping,
e. g., the word “comXmon” will
be considered as “common”, and
not as “uncommon”. Both words,
“common” and “uncommon”, will
be considered for the mapping of
“comXXmon”. The ambiguity will
be resolved in a further step (focus
function).

Definition 4. A word wk is seman-
tically relevant if there is at least one
concept in the ontology H to which wk

can be mapped so that ϕ(wk) �= ∅.

It is possible that a word can
be mapped to different concepts at
once, so that |Φ| > 1. We introduce
the notion of focus to resolve this
ambiguity. The focus is a function
(f ) which returns the best inter-
pretation for a given word in the
context of the complete user ques-
tion.

Definition 5. The focus of a set of
interpretations Φ is made explicit by
the function f which returns the best
interpretation for a given word in the
context of the complete question q.
The focus, written fq(ϕ(wk ∈ q))= v′,
guarantees the following,

1. v′ ∈ ϕ(wk); The focused word is
a valid interpretation.

2. |fq(ϕ(wk))| = [0, 1]; The focus
function returns 0 or 1 result.
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3. � ≤ v′ ≤ ⊥, if fq(ϕ(wk)) �= ∅; If
the focusing is successful, then the
word is inside the context of the do-
main ontology.

4. π(wk, x ∈ ft(v′)) ≤ π(wk, y ∈
ft(vi ∈ ϕ(wk))); The returned in-
terpretation contains the best
matching word of all possible in-
terpretations.

Let us consider as illustration
the word “Ada”, which is called
a multiple-sense word. In fact, in the
context of computer history, “Ada”
can refer to the programming lan-
guage named “Ada”, but it can also
be the name of the person “Au-
gusta Ada Lovelace”. The correct
interpretation can only be retrieved
accurately by putting the ambiguous
word in the context of a complete
question. For example, the con-
text of the sentences “Who invented
Ada?” and “Did the firms Bull and
Honeywell create Ada?” reveals that
here Ada is the programming lan-
guage, and not the person Ada.

Technically, the focus func-
tion uses the role’s signature.
A role r ∈ NR has the signature
r(s1, s2), where s1 and s2 are la-
bels. The signature of each role
defines the kind of arguments
that are possible. For example
wasInventedBy(Thing,Creator) is the
role r = wasInventedBy that has
the arguments s1 = Thing and
s2 = Creator.

In the question q = “Who in-
vented Ada?”, “invented” is mapped
to the role wasInventedBy, and
“Who” is mapped to the concept
Creator. The system detects an am-
biguity for the word “Ada”, which is
mapped to an instance of the con-
cept Person, but also to an instance
of the concept Language, so that

ϕ(“Ada”)= {Person, Language} .

The focus function computes the
following combinations to resolve
the ambiguity:

1. Was Ada invented by who?*
2. Was Ada invented by Ada?
3. Was who invented by Ada?*
4. Was who invented by who?*

Cyclic combinations like (2) and
(4) are not allowed. As for (3), it
does not match the role’s signa-
ture because s1 = Creator (“Who”),
but Thing is required. As for
(1), s1 can be Person or Lan-
guage (“Ada”). The role’s signa-
ture requires Thing, therefore Per-
son is excluded as valid interpre-
tation because Person �� Thing. As
Language � Thing, a valid interpre-
tation is found, and in the context of
this question the word “Ada” refers
to the programming language Ada.
Finally, the result of the focus func-
tion is:

fq(ϕ(“Ada”))= Language .

In deed, (1) represents the question
“Who invented Ada?”. It is still pos-
sible that the focus function cannot
resolve an ambiguity, e. g., a given
word has more interpretations but
the focus function returns no re-
sult. In a such case, the system
will generate a semantic query for
each possible interpretation. Based
on our practical experience we know
that users generally enter simple
questions where the disambiguation
is normally successful.

Definition 6. Let q be the user ques-
tion, which is composed of linguistic
clauses, written q= {q′

1, ..., q′
m}, with

m ≥ 1. The sematic interpretation of
a user question q is the translation
of each linguistic clause into an ALC
terminology w.r.t. a given ontology H
written,

qH
i =

n	
k=1

fq′
i

(
ϕ(wk ∈ q′

i)
)

with q′
i a linguistic clause q′

i ∈ q, and
n the number of words in the linguis-
tic clause q′

i.

5 Query Generation
We will start with the assumptions
that firstly, all documents in the
knowledge base K are semantically
described with metadata, i. e., using
OWL-DL (Fig. 5) w.r.t. an ontology
H, and that secondly the user ques-
tion q was translated into a DL ter-
minology w.r.t. the same ontology H
(Section 4). Even if we currently do

not profit from the full expressivity
of OWL-DL, which is SHOIN(D),
it allows to have compatible seman-
tics between the OWL-DL know-
ledge base, and the less expressive
ALC user question. Logical infer-
ence over the non-empty ABox from
K is possible by using a classical
DL reasoner; we use Pellet [17]. The
returned results are logical conse-
quences of the inference rather than
of keyword matchings.

An interpretation I = (∆I , ·I )
consists of a non-empty set ∆I , the
domain of the interpretation, and an
interpretation function ·I that maps
each concept name to a subset of
∆I and each role name to a binary
relation rI , subset of ∆I ×∆I .

Definition 7. A semantic query over
a knowledge base K w.r.t. an ontol-
ogy H, and an user question q is an
ABox query, which means to search
for models I of K , written K |= qH.

In other words, all documents
from the knowledge base that sat-
isfy the expression qH are potential
results. An individual α in I that is
an element of (qH)I is a pertinent
resource according to the user ques-
tion.

Technically, an ABox query (in
Pellet) is expressed in a query
language; we use RDQL [11] via
the Jena framework [3]. Firstly,
for a complete question, each se-
mantic interpretation, that is each
translated linguistic clause, is trans-
formed into a semantic query. Sec-
ondly, the nature of the question
(open or close) reveals the miss-
ing part. An open question con-
tains a question word, e. g., “Who
invented the transistor?”, whereas
a close question (logical- or yes/no
question) does not have a ques-
tion word, e. g., “Did Shockley con-
tribute to the invention of the
transistor?”. As for the first kind of
questions, the missing part – nor-
mally not an individual but a con-
cept – is the subject of the question
and therefore the requested result.
The result of the query is the set
of all models I in the knowledge
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Figure 4 Complete example for the generation of a semantic query from the user question “Who invented the transistor?”.

Figure 5 Example of the concept taxonomy (TBox) serialized as OWL.

base K . As for the second kind of
questions, there is no missing part.
Therefore, the answer will be “yes”
if K |= qH , otherwise it is “no”.
A complete example is shown in
Fig. 4.

If a user question is composed of
several linguistic clauses, then each
one is translated separately. The log-
ical concatenation of the different
interpreted clauses qH

i depends on
the conjunction word(s) used in the
user question, e. g., “Who invented
the transistor and who founded
IBM?”. If no such conjunction word
is found, then the “or” operator (
)
is preferred over the “and” opera-
tor (	).

6 Implementation and
Experiments

Our background theory was imple-
mented prototypically in two edu-
cational tools; one about computer

history (CHESt), and one about
fractions in mathematics (MatES).
Both prototypes can be used at
home or in a classroom either as
Web application, or as stand-alone
application (e. g., from a DVD/CD-
ROM). The user can freely formu-
late a question in NL, and sub-
mit it to the e-librarian service.
Then, the e-librarian service re-
turns one (or more) document(s)
which explain(s) the answer to
the user’s question (Fig. 6). The
knowledge base is composed of
short multimedia documents (clips),
which were recorded with tele-TASK
(http://www.tele-task.de) [14]. Each
clip documents one subject or a part
of a subject. The duration of each
clip varies from several seconds to
three or four minutes. This has two
reasons, firstly, the younger the user,
the shorter the time during which
(s)he will concentrate on the infor-

mation displayed on the screen [18].
Secondly, it is not easy to find
the appropriate information inside
a large piece of data, e. g., in an on-
line lesson that lasts 90 minutes.

In a first experiment made in
a secondary school with CHESt, we
aimed to investigate, firstly, how
useful our e-librarian service is as
an e-learning tool, and secondly, in
how far students accept to enter
complete questions into a search en-
gine instead of only keywords. Some
60 students took part in the as-
sessment. In the first place, let us
point out that nearly all students
approved of the appealing multime-
dia presentations. They agreed that
the explanations were sufficiently
complete to understand the subject.
Several appreciated the short length
of the clips; a few stated that the
clips were too long. Some added
that they appreciated the short re-
sponse time of the system. Finally,
asked if they accepted to enter com-
plete questions into a search engine,
22% of the students answered that
they would accept, 69% accepted to
enter complete questions instead of
keywords only if this yielded better
results, and 8% disliked this option.

In a second experiment we used
MatES to measure the perform-
ance of our semantic search engine.
A testing set of 229 different ques-
tions about this topic was created
by a mathematic teacher, who was
not involved in the development of
the prototype. The teacher also in-
dicated manually the best possible
clip, as well as a list of further

45

http://www.tele-task.de


T
h
is
 a
rtic

le
 is
 p
ro
te
c
te
d
 b
y
 G
e
rm

a
n
 c
o
p
y
rig

h
t la

w
. Y

o
u
 m

a
y
 c
o
p
y
 a
n
d
 d
is
trib

u
te
 th

is
 a
rtic

le
 fo

r y
o
u
r p

e
rs
o
n
a
l u

s
e
 o
n
ly
. O

th
e
r u

s
e
 is
 o
n
ly
 a
llo

w
e
d
 w
ith

 w
ritte

n
 p
e
rm

is
s
io
n
 b
y
 th

e
 c
o
p
y
rig

h
t h

o
ld
e
r. 

Freie Beiträge

Figure 6 MatES with the question: “How to divide one fraction by another fraction?”.

clips, that should be yielded as cor-
rect answer. The questions were
linguistic correct, and short sen-
tences like students in a secondary
school would ask, e. g., “How can I
simplify a fraction?”, “What is the
sum of 2

3 and 7
4 ?”, “What are frac-

tions good for?”, “Who invented the
fractions?”, etc. This benchmark test

Figure 7 Number of results yielded by a (1) keyword and by a (2) semantic search engine with a set of 229 questions.

was compared with the perform-
ance of a keyword search engine.
The keyword search was slightly op-
timized to filter out stop words
(words with no relevance, e. g., art-
icles) from the textual content of the
knowledge base and from the ques-
tions entered. The semantic search
engine answered 97% of the ques-

tions (223 out of 229) correctly,
whereas the keyword search engine
yielded only a correct answer (i. e.,
a pertinent clip) in 70% of the ques-
tions (161 out of 229).

It is also interesting to notice
that for 86 questions, the semantic
search engine yielded just one – the
semantically best matching – answer
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(Fig. 7). For 75% of the questions
(170 out of 229) the semantic search
engine yielded just a few results
(one, two or three answers), whereas
the keyword search yielded for only
14% of the questions less than 4 an-
swers; mostly (138 questions out of
229) more than 10 answers. Our e-
librarian service returned always at
least one result. This is important
because we learned from former ex-
periments in school that students
dislike getting no result at all.

For example, the semantic in-
terpretation of the question “What
is the sum of 2

3 and 7
4 ?” is the

following valid ALC terminology:
Fraction(x1)	∃hasOperation(x1, x2)
	Operation(x2, sum).

Then the semantic query re-
trieves one clip, which explained
how to add two fractions. This was
the best clip that could be found
in the knowledge base1. This means
also that questions like “How can I
add two fractions”, “What is 11

0.5 plus
5
5 ”, etc. would yield the same clip.
The keyword search engine yields all
clips, in which keywords like “sum”
are found, e. g., a clip that explains
how to represent a complex func-
tion in terms of additions, and a clip
that explain how to describe situa-
tions with simple fractions.

The experiments revealed also
two major weaknesses of our e-
librarian service that should be im-
proved in future. Firstly, the system
is not able to make the difference be-
tween a question, where there is no
answer in the knowledge base, and
a question that is out of the topic,
e. g., “Who invented penicillin?”.
Secondly, in its current state, the
e-librarian service does not han-
dle number restrictions, e. g., “How
many machines did Konrad Zuse
invent?”. The response will be the
list of Zuse’s machines, but not
a number. Furthermore, the ques-
tion “What is the designation of the
third model of Apple computers?”

1 Remember that the system returns clips
that explain the answer to the student’s
question, but they do note give the precise
answer, e. g., it does not compute the sum of
the two fractions.

will yield a list of all models of Apple
computers.

7 Conclusion
In this paper we presented an e-
librarian service that allows the user
to communicate by means of com-
plete questions in NL, and that
retrieves pertinent multimedia re-
sources from a knowledge base.
The background theory is composed
of three steps: the linguistic pre-
processing of the user’s NL input,
the semantic interpretation of the
NL sentence into a logical form, and
the generation of a semantic query.
It uses Description Logics and Se-
mantic Web technologies like OWL
for the semantic interpretation of
NL questions. We also presented an
algorithm to resolve ambiguities in
the user question. Experiments with
two prototypes confirmed that this
background theory is reliable and
can be implemented, e. g., in an ed-
ucational tool.

In our further work, we will try
to improve the translation from the
NL question into anALC terminol-
ogy, e. g., use number restrictions.
We also want to investigate if a more
precise grammatical analyze of the
user question can help in the inter-
pretation step, or if this would re-
duce the users liking of the interface
(because of the smaller tolerance
of the system). Another important
topic is the maintenance facilities;
how can unknown words from the
user query (i. e., the user’s “jargon”)
be included in the dictionary, and
how can external “thrusted” know-
ledge sources be accessed by the
e-librarian service?
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